
Learning Deformable Manipulation from 
Expert Demonstrations (DMfD)

a) Straighten Rope b) Fold Cloth along Edge

c) Fold Cloth Diagonal (pinned) d) Fold Cloth Diagonal (unpinned)
Rollouts of DMfD in solving manipulation tasks from SoftGym, such as 
straightening 1D ropes and folding 2D cloths, with image inputs. 
Additionally, we introduce the Cloth Fold Diagonal tasks.

● Solve deformable manipulation tasks with expert demonstrations
○ Works with state or image inputs
○ Works for 1-D or 2-D deformables (tested on Softgym[1])

● DMfD exceeds baseline performance by up to 12.9% for 
state-based tasks and up to 33.44% on image-based tasks, 
○ Comparable or better robustness than SOTA 

● Additionally, two new challenging environments for folding a 2D 
cloth using image-based observations

● Autonomous deformable manipulation is important for versatile 
robots performing household activities
○ Cloth folding
○ Cooking
○ Bed covering

● However, it has many challenges
○ Reduced observability and controllability

■ High-dimensional configuration space
■ Complex object dynamics

○ Self-occlusion
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Results

Our Method (DMfD)

Advantage-weighted formulation with entropy regularization
● Advantage-weighted samples in replay buffer, to encourage policy 

to stay close to stored expert actions [2]

 
● Entropy regularization to explore online

●  Actor loss that balances the two

Reference state initialization
● Reset the agent to states seen by experts (hard to reach) [3]
● Compare state trajectories of expert and agent (imitation)

Privileged Critic
● Critic always has state information via the state encoder
● Stabilizes the critic, better value estimation

State-Based Inputs

Why deformable manipulation? Environments

Ablations

Sim2Real Transfer
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Image-Based Inputs
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Sim2Real transfer with minimal (~6%) gap


